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Abstract: Finding solutions to nonlinear equations is not only a 

matter for mathematicians but is essential in many branches such 

as physics, statistics, and others. However, some of the nonlinear 

equations in numerical analysis require a lot of complex 

calculations to achieve convergence. This leads to many 

arithmetic errors and is consumed a great effort to solve them. 

Hence, researchers in numerical analysis use computer programs 

to find approximate solutions.  This study used Matlab and 

Artificial Neural Networks and applied two different numerical 

analysis methods. The results from training artificial neural 

networks by utilizing the Backpropagation algorithm and 

MATLAB have been compared. The importance of this study lies 

in shedding light on the capabilities of Matlab and its strength in 

the field of methods for solving mathematical series, and helps 

students in mathematics in solving complex equations faster and 

more accurately, also studying the utilization of Artificial Neural 

Network algorithms in solving these methods, and clarifying the 

difference between them and programming Ordinary Matlab and 

comparing them with ordinary mathematical methods. The 

findings revealed that Traditional methods need more effort.  

MATLAB helps. On the other hand, solving numerical analysis 

problems is easier, faster, more accurate, and more effective. 

Furthermore, in the case of the Matlab application, the Newton 

method gave faster and less in the number of steps. Additionally, 

in training, the neural network based on the Newton method gave 

results faster depending on the Bisection method. 

Keywords:  Nonlinear Equations, Repetitive Methods, Matlab, 

Artificial Neural Networks, Newton-raphson, Bisection.           

I. INTRODUCTION 

Solving nonlinear equations in numerical analysis, which 

the calculator solves, takes a long time and long term in the 

solution of complex calculations that lead to many 

computational errors, no matter how much he is doing the 

calculations and is consuming a huge effort in solving them. 

However, the computer gives a very accurate result and 

provides the optimal solution. 
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Therefore utilizing programs such as Matlab solves the 

problem of time effort for the user by knowing specific codes 

to deal with the program or the so-called code [1]. Numerical 

analysis in practical life has numerous applications.  The 

fame of numerical analysis and its enormous growth is 

currently one of the most important pieces of evidence that its 

applications continue to be the source of mathematical 

innovation. Thus, the numerical analysis is considered the 

numerical destination for the wide analysis requirements 

applications and the data field. The conventional thinking of 

some applications by known numerical methods does not 

give an exact answer to computer programs, and numerical 

analysis involves studying the data given and calculating the 

required practical results[1].In some Literature Reviews, 

entitled comparative of Bisection, Newton-Raphson and 

Secant Methods of Root- Finding Problems, The authors 

compare the rate of performance, viz-aviz, the rate of 

convergence of Bisection method, Newton-Raphson method 

and the Secant method of root-finding. The software 

Mathematica 9.0 was used to find the root of the function. It 

was concluded that the Secant method is the most effective 

scheme of the three methods considered. [2] Moreover, In 

another previous study, the comparative study of bisection 

and newton-raphson methods of root-finding problems has 

been proposed.  The researcher has presented two numerical 

techniques of root-finding problems of nonlinear equations 

with the assumption that a solution exists, the rate of 

convergence of the Bisection method and the 

Newton-raphson method of root-finding has also been 

discussed. The software package MATLAB 7.6 was used to 

find the root of the function. The author concludes that 

Newton's method is formally the most effective of the 

methods compared with the Bisection method in terms of an 

order of convergence. [3] The importance of the study is to 

help solve the problems of numerical analysis and reduce the 

error rate, as this is the main objective of numerical analysis. 

Furthermore, it also shows the possibility of using the 

mechanism in solving equations and mathematical problems 

with the least effort  and the shortest period of the time, such 

as the effectiveness of Matlab and Artificial Neural 

Networks.   An expression of the form f(x) = +   

+ …… +  , where  are constants( 0) and n is a 

positive integer.  if f(x) contains some other functions as 

trigonometric,  logarithmic, exponential etc. then, f(x) = 0 is 

called a transcendental equation. The value of _ of x which 

satisfies f(x) = 0 is called a root of  f(x) = 0, and a process to 

find out a root is known as 

root finding [4]. 
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They are equations of one or more quadratic or exponential, 

logarithmic or trigonometric functions, where two different 

equations were taken. The application of these equations on 

two different methods of numerical analysis, namely, the 

method of BISECTION and NEWTON - RAPHSON 

method, in addition to the training of neural networks to solve 

equations of this type and we used in the FORWARD 

FEEDING NETWORK applied to the back propagation 

algorithm. Known methods that use direct formulas that lead 

to the solution of the equation an exact solution are methods 

that apply only to a minimal number of equations. We will 

use some numerical methods called iterative methods and 

usually lead to finding the roots of the real (called the root of 

the equation, (f (x) = 0 F (a) = 0).  

We have an initial approximate value of x0 and then repeat the 

formula several times to get values closer to the exact root .   

II.  MATERIALS AND METHODS 

This study uses two iterative methods in numerical analysis 

on two different models of the nonlinear equations: 

1.  

a=[-2,1.5]  b=[-1.25,2.5] 

2.  

a=[0.2,0.3]  b=[1.2,1.3] 

There are several iterative methods used in numerical 

analysis to solve nonlinear equations, The following were 

used in this study: 

1. Bisection Method  

This method is used for solving the nonlinear equation    f(x) 

= 0, where f is a continuous function. Two initial value is 

required to start the procedure. This method is based on the 

Intermediate value theorem [4]. 

  Let a function f (x) = 0, continuous on an interval a,b, such 

that f (a) f (b)  0 , then, the function f (x) = 0 has at least a 

root or zero in the interval a,b. The method calls for a 

repeated halving of subintervals of a,b containing the root. 

Thus, the root always converges, though very slow in 

converging [5]. 

Algorithm: 

Input: 

i. f(x) is the given function 

ii. a; b the two numbers such that f(a)f(b) <0 

Output: 

An approximatin of the root of f(x) = 0 in [a; b], for k = 0; 1; 

2; 3…….. do until satisfied. 

i.  ck= 1/2(ak+bk) 

ii.  Test if ckis target root. if so, stop. 

iii. If ckis not the target root, test if f(ck)f(ak) <0. if so, set   

bk+ 1 = ck and  ak+ 1 = ck. 

     Otherwise ck= bk+ 1 = bk 

End 

2. Stopping Criteria for Bisection Method: 

let  be the expected error, that is, we would like to obtain the 

root with an error of at most of e. Then, accept x = ck as root 

of f(x) = 0. If any of the following criteria are satisfied.[5] 

 

 

i. |f(ck)| ≤  (i.e. the functional value is less than or 

equal to the expected error). 

ii.    (ie the relative change is less than or 

equal to the expected error). 

iii.        (i.e, the interval length after k iterations is 

less than or equal to the expected error). 

iv. The number of iterations k is greater than or equal to a 

predetermined number, say N.  

The function has been implemented using the bisector 

method with MATLAB 2017 and ANN software. 

3. Newton- Raphson Method 

The Newton-Raphson method finds the slope of the function   

at the current point and uses the zero of the tangent line as the 

next reference point. The process is repeated until the root is 

found [3]. The Newton method is the most common 

technique for solving nonlinear equations Using fixed 

repetition: 

 
xo –the initial approximation near solution, f ' (x): Is a 

differential value for the function f (x) at xo, 

Algorithm 

Input: 

i. f(x) is the given function 

ii. a; b the two numbers such that f(a) f(b) <0 

Output: 

An approximatin of the root of f(x) = 0 in [a; b], for k = 0; 

1; 2; 3……. do until satisfied. 

i. ck= 1/2(ak+bk) 

ii. Test if ck is target root. if so, stop. 

iii. If ck is not the target root, test if f(ck)f(ak) <0. if 

so, set   bk+ 1 = ck and  ak+ 1 = ck. 

              Otherwise  ck= bk+ 1 = bk 

End 

If none of the above criteria are met within a predetermined, 

for example, N, the method fails when a certain number of 

repetitions. Then, you can try the technique again using a 

different xo. Finally, you can find an appropriate value for xo 

with a graph of f(x) using graph Software. Unfortunately, no 

specific method to choose a correct starting point (xo) ensures 

a root convergence. The function has been implemented 

using the Newton-Raphson method with Matlab  2017 [10] 

and  ANN(Artificial Neural Network). 

III. ARTIFICIAL NEURAL NETWORK 

The training procedure is classified into two types called:   

Supervised Training and Unsupervised Training. In the first 

one, a teacher or an instructor is an essential part of the 

training system to tell the structure what is wrong and what is 

right. This study used an algorithm working with this 

approach. This other type is Unsupervised Learning or 

learning without a "teacher". The network does not require an 

output for every input pattern in the training process.  
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Hybrid Learning Can be classified as a third type of training, 

which is a combination of the two mentioned [9][7][8]. A 

feed-forward neural network is trained with pairs of 

input-output examples in supervised learning. The most 

frequently used for supervised learning in forwarding feed 

networks is the backpropagation learning algorithm extracted 

from (Rumelhart, Aleksander) [6], used in this paper. 

Classification in a neural network: "Is a part of pattern 

recognition which is an assignment of the input data to one of 

a finite number of categories" [7][8], neural networks can be 

used to solve classification problems in many applications, 

and the most frequently used model is Multi-Layer 

Feed-Forward NNs. 

1. Backpropagation algorithm 

In supervised learning for feedforward networks, the most 

frequently used method is Error Back Propagation Training 

Algorithm (EBPT). Which is used to train a neural network to 

perform some tasks, it must adjust the weights of each unit so 

that the error between the desired output and the actual output 

is reduced. This process requires that the neural network 

compute the weights' error derivative. In other words, it must 

calculate how the error changes as each weight is increased or 

decreased slightly; it is shown in Figure (1) [7][8]. 

 
Fig. 1.  Signal flow diagram for backpropagation 

algorithm 

After developing the electronic exam platform, ten 

academicians were included in this study for their views on 

this platform. However, few studies were concerned to 

provide the foundations for rethinking and adapting 

traditional educational exams development models according 

to the Backpropagation algorithm procedure passed in 

successive steps: 

1. Weight initialization: 

        Set all weights to small random numbers. 

                       nwww ........, 21  
        Since n represents the number of layers as i=1,            

         2, ……………n 

2. Choose an input pattern (x) 

3. Calculation of output of layers: 

For last layer calculation output of activation function by a 

linear function, which determines by: 

).( xwfyc =  
              Since x is the output of previous layer. 

But the output of hidden layers is determined by a sigmoid 

function: 

)exp(1

1

wx
yi

−+
=  

    Since x is the output of the previous layer. 

4. Computed   errors: 

            First, calculate cycle error: 

 −= 2)(
2

1
ycydE  

             Since yd is desired output, yc is computed output 

5. Calculated  for the output layer is: 

 ycydhg t

j

t

j −= )(  

Where h represents the net input to the ith unit in  the ith 

layer and g 
is the derivative of the activation function. 

6. Compute the deltas for the preceding layers by 

propagating the errors backward: 

 −−=
j

l

j

l

j

t

j

t

j whg 11)(   

                  For l=1,………….(l-1) 

7. Adjust weights of each layer by: 

jijiji wtwtw +=+ )()1(  

Where t is iteration and jiw
 is the weight adjustment, which is 

computed by: 
tl

j

t

jji yw −=   

Since    is a learning rate where 0< <1, and   is a calculated 

error, sometimes to enhance the training process by adding 

moment term: 

 )1()()()1( −−++=+ twtwwtwtw jijijijiji   

Where 0< <1 

8. Repeat steps 2 through 5 until the error is acceptably low or 

a maximum number of iterations is reached. 

2. Classifier using ANN 

The ability of ANN to classify data is well known. However, 

it needs a proper design of ANN structure with enough 

training examples, The most used structure type is a 

multi-layer feed-forward neural network with 

backpropagation training algorithm. This can be represented 

graphically as: 

An expert system contains. 

 
Fig. 2.  Training &implementation   phases of ANN 
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Figure (2) shows the general structure phases of ANN at the 

training stage and implementation stages.  

IV. RESULT AND DISCUSSION 

The technical specifications of the system were determined in 

work was done on the two equations presented and the 

application of the method of Bisection and Newton- Raphson 

and training of the neural network based on the results in the 

specified periods and record the following results: 

1.  

a. Newton- Raphson Method [0.2,0.3] 

 
Fig. 3.  Results of Newton- Raphson Method [0.2,0.3 ] 

b. Newton- Raphson Method   [1.2,1.3  ]  

 
Fig. 4.  Results of Newton- Raphson Method  [1.2,1.3   ]  

c. Bisection Method [0.2,0.3] 

 
Fig. 5.  Results of Bisection Method [0.2,0.3]  

d. Bisection Method [1.2,1.3] 

 
Fig.6. Results of Bisection Method [1.2,1.3] 

Artificial Neural Network: 

a. Based on Bisection Method  

 

Fig.7. Results of ANN Based on Bisection Method 

 

Table 1. Results of ANN Based on Bisection Method 

Root Iteration Error X0 

70.297987  1844 0.0010008 0.21 

1.2564296 1844 0.0010008 1.21 
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b. Based on Newton- Raphson Method  

 

Fig.8. Results of ANN Based on Newton- Raphson 

Method 

Table 2. Results of ANN Based on Newton- Raphson 

Method 

Root Iteration Error X0 

0.2979877 1844 0.0010008 0.21 

1.2564296 1844 0.0010008 1.21 

 

2.  

a. Newton- Raphson Method [-2,1.5]   

 
Fig.9.  Results of Newton- Raphson Method[-2,1.5]  

b. Newton- Raphson Method [-1.25,2.5] 

 

Fig.10. Results of Newton- Raphson Method  

c. Bisection Method [-2,1.5] 

 
Fig.11. Results of Bisection Method [-2,1.5] 

d. Bisection Method [-1.25,2.5] 

 

 
Fig.12. Results of bisection method [-1.25,2.5] 

Artificial Neural Network   

a.  Based on Newton- Raphson Method 

 
Fig.13. Results of ANN Based on Newton- Raphson 

Method 
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Table 3. Results of ANN Based on Newton- Raphson 

Method 

Root Iteration Error(sser) X0 

1 1357 0.0010022 1.2 

0.5031653 1357 0.0010022 0.2 

b. Based on Bisection Method 

 
Fig14.  Results of ann based on bisection method 

 

Table 4. Results of ANN Based on Bisection Method 

Root Iteration Error(sser) X0,X1 

-1.0028672 100000 0.00103 [-2,1.5] 

1.0004909 100000 0.00103 [-1.25,2.5] 

 

Looking at table 5. and after studying the traditional methods 

of solving problems in numerical analysis and comparing 

them with MATLAB and neural networks in solving 

problems of the same type, the following results were 

reached: 

1. Traditional methods need more effort. 

2. MATLAB helps solve numerical analysis problems in an 

easier, faster, more accurate and more effective way. 

3. In the case of the use of Matlab application Newton 

method gave results faster and less in the number of steps. 

4. In the case of training, the neural network based on the 

Newton method gave results faster depending on the 

Bisection method.This study laid the basis for applying 

MATLAB and neural networks to solve numerical 

analysis problems. Therefore, in the future, it is possible 

to develop this study using Matlab and artificial neural 

networks on different mathematical equations. In addition 

to generalizing it to other methods of analysis and 

comparing results, integrated expert systems can be 

built-in numerical analysis to solve this complex type of 

problem. 
 

Table 5. comparing solving problems in numerical 

analysis methods with MATLAB and neural networks 

Function (1) Function (2) 

xcos(x)-2x2+3x-1 3 (x+1)(x-1\2)(x-1) 

Method Root Method Root 

Newton [0.2,0.3] 0.2975 Newton [-2,1.5] 1 

Newton [1.2,1.3] 1.2566 Newton [-1.25,2.5] 0.5 

Bisection[0.2,0.3] 0.2976 Bisection[-2,1.5] -1 

Bisection[1.2,1.3] 1.2565 Bisection[-1.25,2.5] 1 

ANN-Newton[0.2,0.

3] 
0.2691 

ANN-Newton 

[-2,1.5] 
1 

Ann=Newton[1.2,1.
3] 

1.2625 
ANN-Newton[-1.25,2

.5] 
0.5 

Ann-Bisection[0.2,0

.3] 
0.2979 

ANN-Bisection 

[-2,1.5] 
-1 

Ann-Bisection[1.2,1

.3] 
1.2564 

ANN-Bisection[-1.25

,2.5] 
1 

V. CONCLUSIONS 

This study sheds light on the capabilities of Matlab and its 

strength in the field of methods for solving mathematical 

series. Thus the effectiveness of Matlab and neural networks 

for solving nonlinear equations by utilizing the repetitive 

techniques of numerical analysis has been proposed.  

Additionally, the results obtained from applying the method 

of training artificial neural networks using the 

backpropagation algorithm and from the application of 

Matlab have been compared. Hence, the proposed method 

helps students in mathematics solve complex methods faster 

and more accurately, studying the utilization of Artificial 

Neural Network algorithms in solving these methods, and 

clarifying the difference between them and programming 

Ordinary Matlab and comparing them with ordinary 

mathematical methods. This study laid the basis for applying 

MATLAB and neural networks to solve numerical analysis 

problems. Therefore, it is possible to develop this study using 

MATLAB and artificial neural networks on different 

mathematical equations in the future. In addition to 

generalizing it to other methods of analysis and comparing 

results, integrated expert systems can be built-in numerical 

analysis to solve this complex type of problem. 
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